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Abstract With the rapid development of artificial intelligence (AI) technology, its application in drug research and development is
becoming increasingly widespread. This study introduces the advantages of AI technology in drug screening, such as fast processing
and analysis of large amounts of data, improving screening accuracy, and reducing research and development costs. Discussed the
shortcomings in the current AI drug screening process, such as data dependence, insufficient model interpretability, and legal and
ethical issues. Intended to explore the AI based drug screening process, from data mining to candidate drug validation. I hope to
provide a comprehensive and systematic perspective for researchers and practitioners in the field of drug development by deeply
understanding the advantages, disadvantages, and challenges faced by AI technology in drug screening, and proposing corresponding
solutions, in order to guide them to better utilize AI technology to accelerate the drug development process.
Keywords Artificial intelligence; Drug screening; Data mining; Candidate drug validation; Drug development

Drug development is a crucial link in the pharmaceutical field, with immeasurable value in improving human
health and treating diseases (Wu et al., 2019). The discovery and development of new drugs can provide new
treatment plans for various diseases, improve the treatment effect of diseases, reduce treatment costs, and even
find breakthroughs for some currently incurable diseases. Drug development can not only improve the quality of
life of individual patients, but also have a positive impact on the overall health level of society. Ping has a positive
impact.

However, the traditional drug development process is time-consuming and labor-intensive, and the success rate is
often not satisfactory. This is mainly attributed to the complexity of biological systems, the complexity of drug
target interactions, and the vast space for candidate drugs. With the rapid development of biotechnology, the
standards and requirements for drug research and development are also constantly improving, which brings
greater challenges to drug research and development. Therefore, developing more efficient and accurate drug
screening methods has become an urgent task.

In recent years, the rapid development of artificial intelligence (AI) technology has brought revolutionary changes
to the field of drug research and development (Mak and Pichika, 2019). AI can use technologies such as deep
learning and machine learning to extract valuable information from massive data, predict drug target interactions,
evaluate drug efficacy and safety. This not only greatly improves the efficiency and accuracy of drug screening,
but also provides new ideas and directions for drug development.

The rise of AI technology, especially the development of data mining and machine learning technologies, has
provided new possibilities and enormous potential for drug screening. Data mining technology can efficiently
process and analyze a large amount of biomedical data, extract information related to drug activity, safety, etc.
Machine learning algorithms can utilize this data to construct accurate prediction models, helping researchers
quickly screen potential candidate drugs.

This study aims to explore how to combine data mining and machine learning techniques to construct an efficient
AI drug screening process. Through in-depth analysis and discussion of the advantages, challenges, and future
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development trends of this process, it is hoped to provide useful reference and inspiration for researchers in the
field of drug research and development, and promote the further development and application of AI based drug
screening technology.

1 Overview of Drug Screening Process
1.1 Basic process and key steps of drug screening
The drug screening process is the core link in drug development, which involves accurately selecting compounds
with therapeutic potential from a massive selection of candidate drugs. This process typically begins with in-depth
research on specific diseases or symptoms to clarify their biological mechanisms and potential drug targets
(Figure 1). Researchers will screen potential active candidate drugs from a wide range of drug or compound
libraries based on these targets. This preliminary screening process is usually completed through in vitro
experiments such as high-throughput screening techniques and cell models to quickly evaluate the affinity and
activity of candidate drugs with target molecules.

Figure 1 Steps of drug screening

Pan et al. (2019) developed a novel high-throughput screening method using gas chromatography-high-resolution
mass spectrometry (GC-HRMS) technology for the screening of 288 drugs and toxins in human blood. This
method allows for rapid detection and identification of many forensic important drugs and toxins, such as abused
drugs (such as cocaine, amphetamines, synthetic cannabinoids, opioids, hallucinogens), sedatives and hypnotics,
antidepressants, nonsteroidal anti-inflammatory drugs, insecticides (such as acaricides, fungicides, insecticides,
nematicides), and cardiovascular drugs.

Costa et al. (2019) developed a two-step drug screening process, including rapid screening by paper spray method,
and then confirmed by liquid chromatography/mass spectrometry (LC/MS). This method demonstrates the
potential application of testing drug compliance from fingerprints. This method first uses paper spray analysis to
quickly screen a large number of samples, and then uses LC/MS to confirm any controversial results, especially
the screening and confirmation of the antipsychotic drug quetopine, demonstrating the practicality of this method.

Lin and Zhou (2022) proposed a drug candidate screening scheme based on machine learning methods to improve
the efficiency of drug screening. This method can not only discover appropriate compounds, but also reveal the
potential impact of molecular descriptors (i.e. feature values) on the properties of compounds. This work involves
training an accurate prediction model based on independent variables (i.e. eigenvalues) and dependent variables
(i.e. biological activity values or ADMET attributes), then using feature interpretation algorithms to select features
that have a significant impact on dependent variables, finally finding approximate optimal values for these
important features, and analyzing numerical ranges that are beneficial for obtaining better biological activity and
ADMET attributes.

However, relying solely on in vitro experiments is not sufficient. The in-depth screening stage requires researchers
to further explore the activity, pharmacokinetic characteristics, and safety of candidate drugs in vivo. This stage of
research is usually more complex and time-consuming, and requires the use of animal models or clinical trials to
verify the actual effects of candidate drugs.

During the entire screening process, selecting appropriate screening models, effectively analyzing and interpreting
experimental data, and continuously optimizing the structure and properties of candidate drugs are all crucial steps.
To ensure the accuracy and reliability of the screening results, researchers often need to conduct multiple rounds
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of screening and validation, including repeated experiments under different experimental conditions and cross
validation using different models.

1.2 The role and application of AI in drug screening
AI (Artificial Intelligence) is playing an increasingly important role in drug screening. Its application not only
improves screening efficiency, but also reduces research and development costs, bringing revolutionary changes to
the field of drug development (Mohanty et al., 2020). AI can automate the processing and analysis of large-scale
biomedical data, including genomics, proteomics, drug chemical structures, etc., in order to quickly identify
potential drug targets related to specific diseases. This data mining and integration capability greatly surpasses
traditional manual methods, providing researchers with more comprehensive and in-depth information.

AI performs excellently in predicting drug target interactions. Hessler and Baringhaus (2018) explored the key
role of AI in drug design, particularly how artificial neural networks such as deep neural networks drive various
aspects of drug discovery, in their study. The application of AI in quantitative structure-activity relationship
(QSAR) has demonstrated its strength in predicting physicochemical and ADMET (absorption, distribution,
metabolism, excretion, and toxicology) properties. In addition, AI has demonstrated its strong ability to generate
new bioactive molecules with desired properties, laying the foundation for its strength in drug discovery.

Walters and Barzilay (2021) critically evaluated the application of AI in drug discovery in their review, exploring
its application in analyzing high-content screening data, designing and synthesizing new molecules, and other
drug discovery areas. They discussed the different fields in which AI is applied in drug discovery, including
attribute prediction, molecular generation, image analysis, and organic synthesis planning.

Deng et al. (2021) provided a review on the application and technology of AI in drug discovery. This study first
provides an overview of drug discovery and its related applications, and then discusses common data resources,
molecular representations, and benchmark platforms. AI technology is divided into model architectures and
learning paradigms. They review the application of AI in drug discovery and provide a GitHub repository
containing relevant papers (and applicable code) as a learning resource.

Therefore, AI has the potential in drug screening and discovery, especially in molecular property prediction,
molecular generation, and applications combined with synthesis planning and drug design. AI can also be used for
virtual screening and experimental design, and even plays an important role in personalized treatment.

1.3 The importance of data mining and machine learning in drug development
The importance of data mining and machine learning in drug development is self-evident. They provide a new
perspective and tools for drug development, driving rapid development in the field of drug development. Data
mining technology can extract information related to drug development from massive biomedical data. These data
may come from multiple levels such as genomics, transcriptomics, proteomics, metabolomics, etc., covering rich
content such as disease pathogenesis, drug action mechanisms, and clinical information of patients (Kavakiotis et
al., 2017). Through data mining, researchers can gain a deeper understanding of the nature of diseases and the
ways drugs work, providing strong data support for drug development.

Machine learning algorithms can intelligently analyze and predict these data. Based on a large amount of training
data, machine learning models can learn the complex relationship between drugs and diseases, predict key
attributes such as the effectiveness and safety of candidate drugs. This predictive ability not only greatly improves
the efficiency and accuracy of drug screening, but also helps to reduce the failure rate and risk in clinical trials.

Data mining and machine learning can also provide personalized solutions for drug development. By conducting
in-depth analysis of patient genomics, clinical data, etc., researchers can develop personalized treatment plans for
each patient, improving treatment effectiveness and quality of life. The concept of precision medicine is gradually
changing traditional medical models, bringing patients a better treatment experience.
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2 Data Mining and Feature Selection
2.1 Data types and sources required for drug screening
Drug screening is a complex process that requires support from multiple data types. To ensure the accuracy and
effectiveness of screening, researchers need to collect and analyze data from multiple sources and types. From the
perspective of data types, genomic and transcriptomic data provide researchers with information about genes and
gene expression, which is crucial for identifying genes and gene pathways associated with specific diseases.
Meanwhile, proteomic data involves protein expression, structure, and function, which is crucial for the discovery
of drug targets. Metabolomics data describes the metabolic processes and metabolites within organisms, providing
valuable clues for understanding the mechanisms of disease occurrence and development. In addition, clinical data
is an important basis for evaluating the efficacy and safety of drugs, including key information such as the
patient's medical history, symptoms, and treatment effectiveness. Drug chemistry and biological activity data
provide information about drug structure, mechanism of action, and biological activity, which is the basis for drug
screening (Figure 2).

Figure 2 Types of drug screening data

In terms of data sources, public databases are an important way for researchers to obtain biomedical data. Dogan
(2018) found that NCBI databases such as GeneBank, UniProt, and MetaboLights store a large amount of
biomedical data for researchers to access free of charge or for a fee. In addition, Burton et al. (2017) believe that
research institutions are also an important source of data. Research institutions and teams around the world have
accumulated a large amount of experimental data and research results in drug development. By collaborating or
purchasing data with these institutions, researchers can obtain valuable data resources. Walke et al. (2023) argue
that clinical trials are a crucial step in evaluating drug efficacy and safety, and the data generated is crucial for
drug screening and development. Long term registration and follow-up of patients can also collect valuable data
on disease progression and treatment effectiveness, providing strong support for drug screening.

2.2 Application of data mining technology in drug development
In the drug discovery stage, data mining techniques are widely applied in data analysis in fields such as genomics,
proteomics, and metabolomics. By deeply mining these large-scale biomedical data (Yang et al., 2020),
researchers can identify genes, proteins, or metabolites associated with specific diseases, thereby identifying
potential drug targets. This greatly accelerates the speed of drug discovery and improves the success rate of
research and development.
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In the drug design phase, data mining techniques can help researchers predict the biological activity,
pharmacokinetic characteristics, and possible side effects of candidate drugs. In the clinical trial stage, by
analyzing and mining a large amount of clinical data, researchers can evaluate the efficacy and safety of drugs,
discover the correlation between drugs and diseases, and predict patient reactions to different drugs. In the
application of drug market, data mining technology can help pharmaceutical companies analyze customer needs
and concerns, optimize product strategies and marketing plans.

The application of data mining technology in drug development involves multiple aspects, including but not
limited to the detection of adverse drug reactions, drug safety monitoring, pharmacodynamics, and prediction of
drug interactions. For example, Karimi et al. (2015) reviewed how to use data mining and related computer
science technologies from different data sources (including spontaneous reporting databases, electronic health
records, and medical literature) to identify signals of adverse drug reactions in the field of drug safety. Wilson et al.
(2003) discussed the potential use of data mining and knowledge discovery for detecting adverse drug events
(ADEs) in databases and explored the application of data mining in drug surveillance systems. Harpaz et al. (2012)
provided an overview of recent methodological innovations and data sources used to support the discovery and
analysis of adverse drug events, emphasizing the importance of data mining techniques in improving drug safety
monitoring.

2.3 Optimizing feature selection to improve model accuracy and efficiency
In the data mining process of drug development, feature selection is a crucial step that directly affects the accuracy
and efficiency of the model. Optimizing feature selection can not only improve the predictive performance of the
model, but also simplify the model, reduce computational complexity, and accelerate the drug development
process. Feature selection helps to reduce data dimensionality. In drug development, a large amount of biomedical
data is usually generated, which may contain many features unrelated to drug activity. By selecting the most
important features, redundant and noisy data can be removed, the model can be simplified, computational
complexity can be reduced, and the generalization ability of the model can be improved.

Optimizing feature selection can improve the predictive accuracy and interpretability of the model. Selecting the
most representative features can make the model more focused on factors closely related to drug activity, thereby
improving the predictive accuracy of the model. This is crucial for drug screening and drug design, as it can help
researchers quickly identify potential candidate drugs; Selecting features with clear biological significance can
make the model easier to understand and interpret. This is crucial for decision-making and communication in the
drug development process, as it can help researchers and decision-makers better understand the results and
meaning of the model.

To achieve optimization of feature selection, multiple methods and techniques can be employed. For example,
statistical feature selection methods can evaluate the importance of features by calculating their correlation or
significance with the target variable. Machine learning algorithms (Cai et al., 2018) such as decision trees, random
forests, support vector machines, etc. can also be used for feature selection, selecting the best features by training
the model and evaluating the impact of features on model performance.

3 Machine Learning Model Construction
3.1 Basic principles of machine learning in drug screening
The basic principle of machine learning in drug screening is to train a model using a large amount of data,
enabling the model to automatically learn and recognize features or patterns related to drug activity. These learned
features or patterns can be used to predict the biological activity of new compounds (Yang et al., 2019), thereby
accelerating the process of drug screening.

Specifically, machine learning algorithms learn a mapping relationship or function from known drug data through
continuous iteration and optimization, which can map the characteristics of a compound (such as chemical
structure, physical properties, etc.) to its biological activity. This mapping relationship is learned through training
samples and their corresponding labels (such as active or inactive) in the data.
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In drug screening, machine learning models are often used to preliminarily screen a large number of candidate
compounds. By extracting and encoding the features of candidate compounds, machine learning models can
predict the biological activity of these compounds, thereby screening compounds with potential activity and
providing a candidate list for subsequent experimental verification. It should be noted that the accuracy and
reliability of machine learning models highly depend on the quality and quantity of training data. Therefore, when
constructing machine learning models, it is necessary to ensure the accuracy and completeness of training data,
and collect as many samples as possible to improve the model's generalization ability.

3.2 Common machine learning algorithms and models
The field of machine learning provides various algorithms and models for processing and analyzing large amounts
of data, and is applied in various fields such as image processing, natural language processing, predictive
modeling, etc. Ray (2019) briefly reviewed the most commonly used and popular machine learning algorithms,
emphasizing the advantages and disadvantages of these machine learning algorithms from an application
perspective, in order to help make wise decisions about selecting appropriate learning algorithms to meet specific
application needs. Raju et al. (2023) compared various popular supervised learning algorithms, such as SVM,
decision tree, random forest, KNN, logistic regression, etc., and tested the efficiency of the algorithms on three
different datasets in different fields, aiming to compare different algorithms used on different datasets in different
fields to understand the best algorithm and overall best algorithm. Mitchell (2014) focuses on certain machine
learning methods commonly used in chemical informatics and quantitative structure-activity relationships
(QSAR), including artificial neural networks, random forests, support vector machines, k-nearest neighbors, and
naive Bayesian classifiers.

In drug screening and drug development, commonly used machine learning algorithms and models include the
following:

Linear regression: used to establish linear relationships between variables and predict the values of continuous
variables. In drug development, linear regression can be used to predict continuous indicators such as drug
efficacy or toxicity.

Logistic Regression: An algorithm used to establish classification models. By mapping the output of a linear
regression model to a probability value, logistic regression can achieve binary or multi classification tasks, such as
predicting whether a drug has a certain activity.

Decision Tree: An algorithm based on tree structure used to establish classification or regression models. The
decision tree recursively divides the dataset into subsets, makes judgments based on eigenvalues, and constructs a
tree like structure. In drug development, decision trees can be used to identify key features that affect drug
activity.

Random Forest: An ensemble learning algorithm composed of multiple decision trees. Construct multiple decision
trees through random sampling and feature selection, and obtain the final prediction results through voting or
averaging. Random forests have high accuracy and robustness, making them suitable for processing large-scale
datasets (Lei et al., 2021).

Support Vector Machine (SVM): an algorithm used to establish classification and regression models. By mapping
data to a high-dimensional space and finding a hyperplane to maximize the spacing between different categories,
classification tasks can be achieved. SVM has strong generalization ability and robustness, and can handle
high-dimensional data.

Naive Bayes: A classification algorithm based on Bayesian theorem. It assumes that features are independent of
each other and classifies them by calculating a posterior probability. Naive Bayes algorithm is simple and efficient,
suitable for processing large-scale datasets and high-dimensional data.
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K-means Clustering: An unsupervised learning algorithm used to partition a dataset into K non overlapping
clusters. By iteratively calculating the distance between each sample and the cluster center, the samples are
assigned to the nearest cluster. K-means clustering can be used to discover potential structures or patterns in data.

In addition, algorithms and models such as neural networks (Figure 3), deep learning, and ensemble learning have
also been widely applied in drug development. The selection of these algorithms and models depends on factors
such as specific data characteristics, task requirements, and model performance.

Figure 3 AI Neural Network Model
Note: Yellow: Input data; Blue: For hidden layers; Green: Process and target another hidden layer; Red: Make modifications to
generate final output

3.3 Optimizing the model to meet the needs of drug screening
In order to ensure the accuracy and efficiency of machine learning models in drug screening, a series of targeted
optimization work is needed. High quality data is the foundation of model performance, so steps such as removing
noise, filling in missing values, standardizing or normalizing features, and handling imbalanced data are essential.
Feature engineering is equally crucial, and selecting features closely related to drug activity can significantly
improve the predictive ability of the model.

Select appropriate machine learning algorithms and models based on the specific needs of drug screening and the
characteristics of the data. Different algorithms and models are suitable for different tasks and data types, so it is
necessary to choose according to the actual situation. At the same time, it is also important to consider the
interpretability and comprehensibility of the model in order to provide meaningful insights in the drug
development process.

During the model construction process, by adjusting the hyperparameters of the model, such as learning rate,
regularization strength, tree depth, etc., the performance of the model can be optimized. Using grid search,
random search, or Bayesian optimization methods to find the optimal combination of parameters can help improve
the prediction accuracy and stability of the model (Beaurivage et al., 2019). By dividing the dataset into training
and validation sets (or multiple folds), training the model on the training set, and evaluating the model's
performance on the validation set, a stable estimate of the model's performance can be obtained. This can better
understand the generalization ability of the model and further optimize it based on it.

By combining the prediction results of multiple single models, integrated learning can improve the overall
performance. In drug screening, ensemble learning methods such as random forests and gradient boosting trees
can combine the advantages of multiple models to improve their accuracy and stability. Selecting features with
clear biological significance or constructing interpretable models can help researchers understand the predictive
results and underlying biological mechanisms of the models.

4 Candidate Drug Validation
4.1 Evaluation criteria and validation methods for candidate drugs
In the drug development process, the evaluation and validation of candidate drugs provide key measurement
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standards for the effectiveness and safety of drugs. The evaluation criteria mainly include pharmacodynamic
evaluation, pharmacokinetic evaluation, and safety evaluation. Pharmacodynamic evaluation verifies whether a
drug has the expected pharmacological effect through in vitro or in vivo experiments, ensuring that it matches the
expected therapeutic effect. Pharmacokinetic evaluation focuses on the absorption, distribution, metabolism, and
excretion processes of drugs in the body to predict their therapeutic effects and potential side effects. At the same
time, by evaluating the potential toxicity, mutagenicity, carcinogenicity, and other aspects of the drug on the body,
the safety of the drug is ensured.

To meet these evaluation criteria, the selection of validation methods is crucial. In vitro experiments are one of the
commonly used verification methods, which provide a basis for preliminary evaluation of drug efficacy and safety
by simulating the process of drug action in the body under laboratory conditions. Animal experiments further
validate the performance of drugs in animal bodies, including evaluations of acute toxicity, long-term toxicity, and
pharmacodynamics (Abbasnezhad et al., 2022). Clinical trials are a crucial step in verifying the efficacy and safety
of drugs in practical applications, gradually validating the effectiveness and safety of drugs through multiple
stages of trials.

The criteria and validation methods for evaluating candidate drugs are crucial steps in drug development,
involving multiple techniques and analytical methods. Balbach and Korn (2004) discussed methods for evaluating
candidate drugs in early drug development, emphasizing the importance of early evaluation of physicochemical
parameters such as solubility, dissolution rate, hygroscopicity, lipophilicity, pKa, stability, polymorphism, and
particle properties. They proposed a method that requires only up to 100 milligrams of drug substances for
high-quality evaluation.

Benson et al. (2006) discussed the importance of validating cancer drug targets by demonstrating that specific
therapeutic drugs are effective in clinical practice and acting through their designed targets, although it is
advisable to declare early drug targets as "validated" before entering a comprehensive drug discovery program.
Plenge et al. (2013) described the use of naturally occurring human mutations that affect the activity of specific
protein targets, which can be used to estimate the potential efficacy and toxicity of drugs targeting such proteins,
as well as establish causal relationships between targets and outcomes rather than reactive relationships. The
above examples emphasize the multifaceted approach from physical and chemical evaluation to clinical evaluation
and validation of biological analysis methods, which is crucial for ensuring the safety, efficacy, and ultimate
clinical application of candidate drugs.

4.2 Experimental design and animal model selection
In drug development, experimental design and animal model selection not only directly affect the reliability and
effectiveness of experimental results, but also determine the efficiency and cost of the drug development process.
Experimental design requires comprehensive consideration of multiple factors, including experimental objectives,
research questions, expected outcomes, and available resources and time. A good experimental design should be
clear, repeatable, and able to accurately answer research questions. It is also necessary to consider factors such as
variable control, sample size, data collection and analysis methods in the experiment to ensure the accuracy and
reliability of the experimental results. For example, Silk et al. (2014) emphasized the importance of experimental
design in model selection and parameter inference. Through experimental design and model selection framework
based on random state space models, they demonstrated that the selected model may depend on the experiments
performed. This indicates that the experimental design makes model selection a confidence criterion, but this is
not necessarily related to the predictive power or correctness of the model.

The selection of animal models is also an indispensable part of experimental design. Different types of animals
have different physiological and pathological characteristics. In the process of drug development, how to enhance
the reliability and efficiency of research through precise experimental design and appropriate animal model
selection. The correct selection and use of animal models are crucial for understanding disease mechanisms,
evaluating drug safety and efficacy, and ultimately achieving successful drug development.
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When selecting animal models, it is necessary to consider factors such as the characteristics of the disease, the
genetic background of the animal, physiological and pathological reactions, and the operability of the experiment.
For example, Alexander (2020) found that certain diseases may be more prominent in specific species of animals,
or certain animals may be more sensitive to specific drug responses.

Singh and Seed (2021) discussed the importance of experimental animal models in drug discovery and
development, particularly in understanding the origin, pathology, and development of safe and effective treatment
and cure methods for human diseases. Although animal models are crucial in drug development, the low
conversion rate of research results has led to many new drugs failing in clinical trials. This emphasizes the
importance of selecting appropriate animal models and conducting precise experimental design in the early stages
of drug development.

4.3 Analysis of experimental results and evaluation of the effectiveness of candidate drugs
The analysis of experimental results involves interpreting and interpreting experimental data, as well as
objectively evaluating the efficacy of candidate drugs. This process not only requires researchers to have solid
statistical and data analysis abilities, but also requires a deep understanding of the background of drug
development and the original intention of experimental design. When analyzing experimental results, it is
necessary to control the quality of the collected data to ensure its completeness and accuracy. Process and analyze
data using appropriate statistical methods and data analysis tools. This may include descriptive statistics, analysis
of variance, regression analysis, etc., to reveal the patterns and trends behind the data.

When evaluating the effectiveness of candidate drugs, it is necessary to comprehensively consider multiple
indicators. The first is the pharmacodynamic indicator, which refers to the degree to which the drug affects the
target biomolecule or cell in vitro or in vivo experiments. This is usually evaluated by comparing the differences
between the drug treatment group and the control group. In addition, it is necessary to pay attention to
pharmacokinetic indicators, understand the absorption, distribution, metabolism, and excretion processes of drugs
in vivo, in order to predict their concentration changes and therapeutic effects in vivo.

In addition to the above indicators, safety assessment is also an indispensable part of evaluating the effectiveness
of candidate drugs. This includes an evaluation of the potential toxicity, mutagenicity, carcinogenicity, and other
aspects of the drug. Through animal experiments and clinical trials, the safety of drugs can be comprehensively
evaluated, providing important basis for subsequent clinical applications and marketing. When evaluating the
effectiveness of candidate drugs, attention should also be paid to the reliability and reproducibility of experimental
results. This requires researchers to follow scientific principles and norms in experimental design and data
analysis, ensuring the accuracy and credibility of experimental results. Multiple repeated experiments are required
to verify the stability and consistency of drug efficacy.

5 Case Studies
5.1 Analysis of successful cases of AI based drug screening
In recent years, artificial intelligence (AI) technology has made significant progress in the field of drug screening,
greatly accelerating the development process of new drugs. Here is a successful case of AI based drug screening:

Case name: AlphaFold helps to develop COVID-19 drugs

Case background: At the beginning of 2020, COVID-19 (SARS CoV-2) broke out in the world, and effective
drugs and vaccines are urgently needed to deal with this global health crisis. The traditional drug development
process is time-consuming and labor-intensive, so researchers have begun to explore the use of AI technology to
accelerate the process of drug screening and design.

AI technology application: In this case, AlphaFold is a deep learning based protein structure prediction tool
developed by DeepMind in the UK. It can predict the three-dimensional structure of proteins by analyzing amino
acid sequences. This technology has played a key role in the research and development of COVID-19 drugs.
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R&D process: The researchers first used AlphaFold to predict the three-dimensional structure of the main protease
(Mpro) of COVID-19. Subsequently, they utilized this structural information to screen candidate drugs that may
bind to Mpro from known drug databases. After further experimental verification, they successfully found several
candidate drugs with the activity of inhibiting COVID-19.

Case achievement: Based on the AI drug screening method of AlphaFold, scientific researchers screened a variety
of potential candidate drugs in a short time, providing strong support for drug research and development of
COVID-19 (Jamilloux et al., 2020). These methods not only shorten the drug development cycle, but also reduce
research and development costs, making important contributions to the global fight against the epidemic.

5.2 Key factors and application value for the success of the above cases
The key factors for the success of the above cases mainly include advanced AI technology, large-scale computing
power, interdisciplinary cooperation, and rapid data acquisition and integration. AlphaFold, as an advanced deep
learning tool, can accurately predict the three-dimensional structure of proteins, providing an important
foundation for drug screening (Jamilloux et al., 2020). In addition, large-scale computing power ensures the
efficient operation of AI models, while interdisciplinary collaboration promotes close collaboration among
researchers in different fields. The rapid data acquisition and integration capabilities enable researchers to quickly
respond to global health crises such as the pandemic, providing strong support for drug research and development.

The application value of this case is mainly reflected in the following aspects. Firstly, AI technology can greatly
accelerate the drug development process, improve research and development efficiency, and shorten the time to
market for new drugs. Secondly, by reducing the need for experimental verification, AI technology can help
reduce the cost of drug development. In addition, by predicting and screening a large number of compounds, AI
technology can improve the success rate of drug development and screen out more potential candidate drugs.
Finally, in response to the global health crisis, AI technology has provided researchers with fast and efficient drug
development methods, making important contributions to the global fight against crises such as the pandemic.

6 Discussion and Outlook
The current AI based drug screening process shows obvious advantages and disadvantages. The advantage lies in
its speed and efficiency. AI technology can quickly process and analyze large amounts of data, significantly
reducing drug screening time and improving research and development efficiency. The accuracy of AI algorithms
is also higher, which can more accurately predict the interaction between drugs and targets, reducing the need for
experimental verification (Neves et al., 2018). AI drug screening also helps to reduce the overall cost of drug
development, achieving economic benefits by reducing the number of experiments and labor costs. However, its
shortcomings cannot be ignored. The accuracy of AI models highly depends on the quality and quantity of input
data. If there is bias or inadequacy in the data, it may lead to misleading screening results. At the same time, the
interpretability of current AI models is insufficient, making it difficult for researchers to understand the working
principle of the models and the basis for screening results. In addition, AI drug screening may also involve
complex issues such as data privacy, intellectual property, and ethical review, which need to be handled with
caution.

At present, technological challenges and data challenges are the two main challenges. It is necessary to improve
the accuracy and reliability of AI models, especially when dealing with complex and diverse biological data. The
data challenge lies in obtaining high-quality and diverse biological data, and solving the problems of data
annotation and integration. Possible solutions to these challenges include continuous research and optimization of
AI models, strengthening interdisciplinary cooperation to jointly promote the application of AI in drug
development, and establishing a strict data governance system to ensure data quality and accuracy.

The AI based drug screening process is expected to present more development trends and potential impacts.
Model integration and fusion may become an important direction in the future, improving the accuracy and
efficiency of drug screening by integrating and fusing different types of AI models. The development of
personalized healthcare will also benefit from the promotion of AI drug screening, which selects the most suitable
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drugs based on individual genetic, physiological, and pathological characteristics (Gorshkov et al., 2019). These
development trends will also have potential impacts. The overall speed and efficiency of drug development are
expected to be significantly improved, accelerating the speed of new drug launch. Medical costs may be reduced
due to the widespread use of AI drug screening, benefiting more people. However, as the application of AI in drug
development becomes increasingly widespread, it may also trigger more ethical and regulatory issues, requiring
the development of corresponding policies and regulations to regulate it.
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