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Abstract Association rule mining is an active area of research in data mining. Data mining is a process of finding patterns from

very large volumes of data. These patterns are important in making association rules and correlations among them. Recent years have

witnessed many efforts on discovering associations for genes, proteins, enzymes, networks. In this study, association rules for HIV
disease diagnosis is tried to generate. It describes the concept of different stages of HIV progression which are associated with other

infections. As huge patient data is available, there is a need to develop some interesting patterns, associations, correlations for proper

treatment and disease diagnosis. The efficiency and advantages of these rules has been used by medical practioners to diagnose the

disease or recommend the suitable treatment.

Keywords Associations; Correlations; Pattern; HIV; Treatment

1 Introduction

HIV causes AIDS the life threatening opportunistic
infection which leads to death of an individual. HIV
infections are considered pandemic by the World
(WHO). As of 2010
approximately 34 million people have HIV globally.

Health  Organization

Of these approximately 16.8 million are women and
3.4 million are less than 15 years old. It resulted in
about 1.8 million deaths in 2010, down from 3.1
million in 2001 (UNAIDS, 2010).

HIV infects primarily vital cells in the human immune
system such as helper T cells (specifically, CD4* T
cells), macrophages, and dendritic cells. HIV infection
leads to low levels of CD4* T cells through three main
mechanisms: (a) direct viral killing of infected cells;
(b) increased rates of apoptosis in infected cells; and
(c) killing of infected CD4" T cells by CD8 cytotoxic
lymphocytes that recognize infected cells. When CD4*
T cell numbers decline below a critical level,
cell-mediated immunity is lost, and the body becomes
progressively more susceptible to opportunistic
infections.

1.1 Classification of HIV

Two types of HIV have been characterized: HIV-1
and HIV-2. HIV-1 is the virus that was initially
discovered and termed both LAV and HTLV-III. It
is more virulent, more infective and is the cause of
the majority of HIV infections globally (Gilbert et
al.,, 2003). HIV-1 is originated from Common
Chimpanzee and HIV is originated from Sooty
Mangabey (Smm). The lower infectivity of HIV-2
compared to HIV-1 implies that fewer of those
exposed to HIV-2 will be infected per exposure.
Because of its relatively poor capacity for
transmission, HIV-2 is largely confined to West
Africa (Reeves and Doms, 2002).

Both HIV-1 and HIV-2 are believed to have
originated in West-Central Africa and to have
jumped species (a process known as zoonosis) from
non-human primates to humans (Sharp and Hahn,
2011). AIDS was first clinically observed in 1981
in the United States (Kaiser, 2008). In 1983, two
separate research groups led by Robert Gallo and
Luc Montagnier independently declared that a novel
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27 Computational Molecular Biology

retrovirus may have been infecting AIDS patients, and
published their findings in the same issue of the
journal Science (Barre-Sinoussi et al., 1983; Gallo et
al., 1983). As the findings of these two research
groups LAV (Lymph Adeno-virus) and HTLV-III
(Human T-lymphotropic virus-III) were renamed HIV
(Aldrich, 2001).

1.2 Stages of HIV infection

HIV infection has four basic stages: incubation period,
acute infection, latency stage and AIDS.

Stage I: The initial incubation period upon infection is
asymptomatic (if a patient is a carrier for a disease or
infection but experiences no symptoms) or clinically
silent with a CD4" T cell count (also known as CD4
count) greater than 500/uL. It may include generalized
lymph node enlargement and usually lasts between
two and four weeks.

Stage II: This is a stage of acute infection (as shown in
Figure 1), in which mild symptoms like minor
mucocutaneous manifestations and recurrent upper
respiratory tract infections, fever, lymphadenopathy
(swollen lymph nodes), pharyngitis (sore throat), rash,
myalgia (muscle pain), malaise, and mouth and
oesophageal sores occurs. A CD4 count of less than
500/uL lasts an average of 28 days.

Systemic: Central
~fever -malaise
-weight loss -headache
Pharyngitis - neikpaty
Mouth: -sores ! -~ Lymph nodes:
-thrush o ] t /' -lymphadenopathy

Esophagus: -sores

Z“ Skin: -rash

Gastric:
-nausea
-vomiting

" =

/)

Muscles: -myalgia

Liver and spleen:
-enlargement

Figure 1 Main symptoms of acute HIV infection

Stage III: The latency stage, which shows advanced
symptoms may include unexplained chronic diarrhoea
for longer than a month, severe bacterial infections
including tuberculosis of the lung and CD4 count of a
person is found to be less than 350/ul and can last
anywhere from two weeks to twenty years and
beyond.

Stage IV: The final stage of HIV infection is AIDS,
this shows the symptoms of various opportunistic
infections. Severe symptoms which includes
toxoplasmosis of the brain, candidiasis of the
oesophagus, trachea, bronchi or lungs and Kaposi's
sarcoma. A CD4 count of less than 200/ul. (WHO case
2007) and viral load increases to millions (Weiss,
1993).

Today there is a plenty of patient data available in the
databases they need to be analysed and further
knowledge is needed for formulating the drugs
available for HIV-AIDS. Recent studies show that
association rule mining is used to discover frequent
patterns, correlations of genes/ proteins, protein
networks. But this study focus on the development of
association rules to diagnose disease on the basis of
symptoms, medical tests, associated infections etc. At
an earlier stage so anti retroviral therapy has been
started by medical practitioners and life of a patient
could be increased. These are possible due to data
mining approaches. Earlier some efforts have been
made by some scientists to develop such association
rules in medical databases (Abdullah et al., 2010).

2 Methodology

Data Mining refers to extracting or mining knowledge
from large amount of data. Data mining has been
around for several years for exploration of interesting
knowledge or information from a large amount of data.
Association rule mining is the discovery of association
rules showing attribute value conditions that occur
frequently together in a given set of data. These
algorithms search for interesting frequent patterns,
associations, correlations, or causal relationship
among sets of items or objects. Such relationships are
usually represented by association rules, rules that are
produced by association mining (Han and Kamber,
2011).

2.1 Association rule

The term was coined by Agrawal et al. (1993) and
amazingly it stills becomes an active area of research
in knowledge database discovery. Suppose the viruses
as the set of items causes disease, and then each virus
has a Boolean variable representing the presence or
absence of that disease. Each patient can then be
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represented by a Boolean vector of values (checking
of particular virus infection) assigned to these
variables. The Boolean vectors can be analyzed for
symptoms shown by patients of viruses that reflect
particular symptoms that are frequently associated
together to diagnose the particular virus infection.
These patterns can be represented in the form of
association rules. For example, the information that
patients told to medical practitioners also tend to test
for certain tests based on symptoms. By this the
association rule is generated as: In association rule,
support and confidence are two measures of rule
reflect the
usefulness and certainty of discovered rules. A support
of 2% for Association Rule (1) means that 2% of all
the symptoms under analysis show that patient is

interestingness. They respectively

suffering from disease which might be infected by
certain viruses. A confidence of 60% means that 60%
of the patients who checked specific virus test have
HIV-AIDS. Typically, association rules are considered
interesting if they satisfy both a minimum support
threshold and a minimum confidence threshold. Such
thresholds can be set by users or domain experts.
Additional analysis can be performed to uncover
interesting statistical correlations between associated
items.

In case of HIV, association rule 1 can be written as:
Virus — Disease [support = 2%, confidence = 60%] (1)

A support of 2% for association rule (1) means that
2% of all viruses undergo analyses shows that it might
be HIV which causes AIDS. A confidence of 60%
means that 60% of the patients who recommended for
virus analyses test might be test for HIV which causes
AIDS.

Let HIV=], HIV={1i, L,,.....In} be a set of symptoms.
Let D, be HIV stages which has set of symptoms
according to each stage. Where each symptom T is a
set of symptoms such as TEI. Each symptom is
associated with a stage called TID. Let A be a set of
symptoms. A symptom T is said to contain A if and
only if AST. An association rule is an implication of
the form A=B, where ACI, BCI, and ANB=@. The
rule A=B holds in the stage set D with supports,

where s is the percentages of stages in D that contain
AUB (i.e. the union of set A and set B). This is taken
to be the probability, P(AUB). The rule A=B has
confidence ¢ in the stage set D, where c is the
percentages in D containing A that also contain B.
This is taken to be conditional probability, P(B/A).
That is,

support (A=B) = P(AUB) (2)
confidence (A=B) =P(BLA) 3)
From equation 3 we have:

confidence (A=B) = P(B/A) = support (AUB)/support
(A) =support_count (AUB)/support_count (A) 4)

The equation 4 shows that confidence of rule A=B
can be easily derived from the support counts of A and
AUB. That is, once the support count of A, B, AUB
are found, it derives corresponding association rules
A=B and B=A and check whether they are strong.
Rules that satisfy both a minimum support threshold
(min_sup) and a minimum confidence threshold
(min_conf) are called strong. By convention it might
be written as support and confidence values so as to
occur between 0% and 100%, rather than O to 1.0
(Han and Kamber, 2011).

2.2 Frequent itemsets for association rule mining

A set of items is referred to as an itemset. An itemset
that contains k items is a k-itemset. The set {virus,
disease} is a 2-itemset. The occurrence frequency of
an itemset is the number of transactions that contain
the itemset. This is also known, simply, as the
frequency, support count, or count of the itemset. Note
that the itemset support defined in Equation (4) is
sometimes referred to as relative support, whereas the
occurrence frequency is called the absolute support. If
the relative support of an itemset I satisfies a
prespecified minimum support threshold (i.e., the
absolute support of I satisfies the corresponding
minimum support count threshold), then I is a frequent
itemset. In general, association rule mining can be
viewed as a two-step process:

(1). find all frequent itemsets: By definition, each of
these itemsets will occur at least as frequently as a
predetermined minimum support count, min sup.
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(i1). Generate strong association rules from the
frequent itemsets: By definition, these rules must
satisfy minimum support and minimum confidence.

2.3 From association analysis to correlation
analysis

Correlation relationships between associated items:
Most association rule mining algorithms employ a
support-confidence ~ framework.  Often, many
interesting rules can be found using low support
thresholds.  Although support  and
confidence thresholds help weed out or exclude the
exploration. It is said that the support and confidence

minimum

measures are insufficient at filtering out uninteresting
association rules. To tackle this weakness, a
correlation measure can be used to augment the
support-confidence framework for association rules.
This leads to correlation rules of the form,

A=B [support, confidence, correlation] 5

That is, a correlation rule is measured not only by its
support and confidence but also by the correlation
between itemsets A and B. There are many different
correlation measures from which to choose. Let us
choose a simple example. HIV is a simple correlation
measure that is given as follows. The occurrence of
itemset A is independent of the occurrence of itemset
B if P(AUB) = P(A)P(B); otherwise, item sets A and B
are dependent and correlated as events. This definition
can easily be extended to more than two itemsets. The
HIV between the occurrence of A and B can be
measured by computing (lift equation):

HIV(A, B) = P(AUB)/P(A)(B) (6)

If the resulting value of Equation (6) is less than 1,
then the occurrence of A is negatively correlated with
the occurrence of B. If the resulting value is greater
than 1, then A and B are positively correlated,
meaning that the occurrence of one implies the
occurrence of the other. If the resulting value is equal
to 1, then A and B are independent and there is no
correlation between them. Equation (6) is equivalent
to P(B/A)/P(B), or conf(A=B)/sup(B), which is also
referred as the HIV of the association (or correlation)
rule A=B. In other words, it assesses the degree to
which the occurrence of one “HIV” the occurrence of

the other tuberculosis. For example, if A corresponds
to the HIV and B corresponds to the tuberculosis, then
given the current relation of HIV with tuberculosis,
which can be measured by 5.23. As it was studied that
HIV infected patients also suffer from tuberculosis.

Example 1 Correlation analysis: To help filter out
misleading “strong” associations of the form A=B
from the data, we need to study how the two itemsets,
A and B, are correlated. Let we have the data of any
hospital. Of the 10 000 patients analyzed the data
showed that 6000 of the patients with HIV positive,
while 7 500 were infected with tuberculosis and 4 000
included patients are infected with HIV and
tuberculosis. Suppose that a data mining program for
discovering association rules is run on the data, using
a minimum support of say 30% and a minimum
confidence of 60%. The following association rule is

discovered:
Disease  (virus, HIV)=buys (X, ”Other”)
[support=40%, confidence=66% 7

Rule (7) is a strong association rule and would
therefore be reported, since its support value of
4000/10,000= 40% and confidence value of
4000/6000=66% satisfy the minimum support and
thresholds,
However, rule 5.21 is misleading because the

minimum  confidence respectively.
probability of purchasing videos is 75%, which is
even larger than 66%. In fact, virus and HIV are
negatively associated because the infection of one of
these diseases actually decreases the likelihood of

infection of other.

The above example also illustrates that the confidence
of rule A=B can be deceiving in that it is only an
estimate of the conditional probability of itemset B
given itemset A. It does not measure the real strength
of the correlation and implication between A and B.
Hence alternatives to the support-confidence
framework can be useful in mining data relationships.
From above example we need to study how the two
itemsets A and B are correlated. Followed this
example let the disease refer to the patients that don’t
have HIV and tuberculosis refer to those that do not
contain tuberculosis. The patients data can be
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summarized in a contingency table, as shown in table
1. From the table, it is illustrated that the probability
of HIV infected patients are P ({HIV}) = 0:60, the
probability of tuberculosis infected patients are
P({Tuberculosis}) = 0:75, and the probability of
infecting both is P(HIV,Tuberculosis}) = 0.40. By
Equation (6) and (7) is P(HIV, Tuberculosis) =
(P({HIV}) x P({Tuberculosis})) = 0.40= (0.60 x 0.75)
= 0.89. Because this value is less than 1, there is a
negative correlation between the occurrence of {HIV}
and {Tuberculosis}. The numerator is the likelihood
of a customer purchasing both, while the denominator
is what the likelihood would have been if the two
purchases were completely independent. Such a
negative correlation cannot be identified by a support
confidence framework.

Table 1 A 2x2 contingency table summarizing the transactions
with respect to HIV and Tuberculosis infection

HIV HIV TROW
Tuberculosis 4000 3500 7500
Tuberculosis 2000 500 2500
col 6000 4000 10000

Example II Correlation analysis using chi square
measure: To compute the correlation using y? analysis,
we need the observed value and expected value
(displayed in parenthesis) for each slot of the
contingency table, as shown in Table 2 from the table
we compute the y? value as follows:

¥2=(4000-4500)2/4500-+(3500-3000)2/3000+(2500-150
0)2/1500+(500-1000)%/1000=555.6

Table 2 The above contingency table, now shown with the
expected values

HIV HIV Y row
Tuberculosis 4000 (4500) 3500 (3000) 7500
Tuberculosis 2000 (1500) 500 (1000) 2500
> col 6000 4000 10000

Because the y? value is greater than one, and the
observed value of the slot (HIV, Tuberculosis) =4000,
which is less than the expected value 4500, having
HIV and Tuberculosis are negatively correlated. This
is consistent with the conclusion derived from the
analysis of the Example 1 and 2.

Let’s examine two other correlation measures, all
confidence and cosine, as defined below.

Given an itemset x={i1, iz......i} the all _confidence of
X is defined as:

all conf(x)= sup(x)/max_item sup(x) =sup(x)/max
{sup(ij)/ Vi; € x} ®)

Where max {sup(ij)/ Vi;Ex} is the maximum (single)
item support of all the items in x, and hence is called
the max_item_sup of the itemset x. The all confidence
of x is the minimal confidence among the set of rules
ij—X—1ij, where i Ex.

Given two itemsets A and B, the cosine measure of A
and B is defined as:

cosine (A, B)=P(AUB)/N(P(A)xP(B) =
sup(AUB)/\sup(A)xsup(B) )

The cosine measure can be viewed as a harmonized
HIV measure: the two formulae are similar except that
for cosine, the square root is taken on the product of
the probabilities of A and B. This is an important
difference however because by taking the square root
the cosine value is only influenced by the supports of
A, B, and AUB, and not by the total number of
patients.

Lift and chi-square are poor indicators of the other
relationships, whereas all _confidence and cosine are
good indicators. In between all confidence and cosine
are good indicators. This is because cosine considers
the supports of both A and B, whereas all_confidence
considers only the maximal support. The lift and
chi-square are poor correlations because we do not
consider null patients data. A null patient data that
does not contain any of the disease patient data being
examined. Typically, the number of null-transactions
can outweigh the number of individual infected with
diseases, because many patients may neither infected
with HIV nor Tuberculosis. On the other hand, all
confidence and cosine values are good indicators of
correlation because they are not influenced by the
number of null patient data. A measure is
null-invariant if its value is free from the influence of

null-data. Null-invariance is an important property for
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measuring correlations in large patient databases. To
prove all confidence and cosine the best at assessing
correlation in all cases. Let’s examine the HIV and
Tuberculosis examples again.

Example 2 Comparison of four correlation measures
on HIV and Tuberculosis data. We revisit example 1.

Let Di be the original HIV (H) and Tuberculosis (T)
data set from Table 5.7. We add two more data sets, Do
and D1, where Dy zero null patients’ data has, and D>
has 10 000 null-patients data (instead of only 500 as in
D1). The values of all four correlation measures are
shown in Table 3.

Table 3 Comparison of the four correlation measures for HIV-and-Tuberculosis data sets

2

Dataset HT HT HT HT All_confi cosine Lift Ve

D, 4000 3500 2000 0 0.53 0.60 0.84 1477.8
D, 4000 3500 2000 500 0.53 0.60 0.89 555.6
D, 4000 3500 2000 10000 0.53 0.60 1.73 2913.0

In Table 3, HT, HT and HT, remain the same in Do, D;.
However, lift and y? change from rather negative to
rather positive correlations, whereas all confidence
and cosine have the nice null-invariant property, and
their values remain the same in all cases.
Unfortunately, we cannot precisely assert that a set of
items are positively or negatively correlated when the
value of all confidence or cosine is around 0.5. Strictly
based on whether the value is greater than 0.5, we will
say that H and T are positively correlated in Dj,
however, it has been shown that they are negatively
correlated by the lift and y? analysis. Therefore, a good
strategy is to perform the all confidence or cosine
analysis first, and when the result shows that they are
positively/negatively ~ correlated,  other
analyses can be performed to assist in obtaining a

weakly

more complete picture.

Besides null-invariance, another nice feature of the all
confidence measure is that it has the Apriori-like
downward closure property. That is, if a pattern is
all-confident (i.e., passing a minimal all confidence
threshold), so is every one of its sub patterns. In other
words, if a pattern is not all-confident, further growth
(or specialization) of this pattern will never satisfy the
minimal all confidence threshold. This is obvious
since according to Equation (8), adding any item into
an itemset X will never increase sup(X), never
decrease max item sup(X), and thus never increase all
con f (X). This property makes Apriori-like pruning
possible: we can prune any patterns that cannot satisfy
the minimal all confidence threshold during the
growth of all-confident patterns in mining.

Jaccard Similarity Coefficient: It is a statistical index
for measuring the similarity and variety of sample sets
(Roussinov and Zhao, 2003).

3 Result and Discussion

Tuberculosis (TB) and HIV have been closely linked
since the emergence of AIDS. Worldwide, TB is the
most common opportunistic infection affecting
HIV-seropositive individuals, and it remains the most
common cause of death in patients with AIDS
(Raviglione et al., 1995). HIV infection has
contributed to a significant increase in the worldwide
incidence of TB (AIDSCAP, 1996, Raviglione et al.,
1992). By producing a progressive decline in
cell-mediated immunity, HIV alters the pathogenesis
of TB, greatly increasing the risk of disease from TB
in HIV-co infected individuals and leading to more
frequent extra pulmonary involvement, atypical
radiographic  manifestations, and paucibacillary
disease, which can impede timely diagnosis. Although
HIV-related TB is both treatable and preventable,
incidence continues to climb in developing nations
wherein HIV infection and TB are endemic and
resources are limited. Interactions between HIV and
TB medications, overlapping medication toxicities,
and immune reconstitution inflammatory syndrome
(IRIS) complicate the co treatment of HIV and TB.
These association rules with correlation of diseases
help the bio- medical scientists and medical
practitioner for better treatment of diseases.

It was observed that the use of only support and
confidence measures to mine associations results in
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the generation of a large number of rules, most of
which are uninteresting to the user. Instead, it is
augmented the support-confidence framework with a
correlation measure, resulting in the mining of
correlation rules. The added measure substantially
reduces the number of rules generated, and leads to
the discovery of more meaningful rules. However,
there seems to be no single correlation measure that
works well for all cases. Unfortunately, most such
measures do not have the null invariance property.
Because large data sets typically have many
null-transactions, it is important to consider the
null-invariance property when selecting appropriate
interestingness measures in the correlation analysis.
Our analysis shows that both all confidence and
cosine are good correlation measures for large
applications, although it is wise to augment them with
additional tests, such as lift, when the test result is not
conclusive. There are other correlations measures are
also given in literature that can be used for analysis.

4 Conclusion and Future work

The improvement of new technologies raises data
collection and accumulation. Without appropriate
processing and interpretation this information is
useless. There are four standard methods of data
mining:  Association, classification, clustering
techniques and prediction. For most medical
applications, the logical rules are not precise but
vague and the uncertainty is present both in premise
and decision. For this kind of application a good
methodology is the rule
decision-tree method, which is easily understood by
user. Therefore the integration of fuzzy set and data

representation  from

mining methods gives a much better and more exact
representation of relationship between symptoms and
diagnosis. These associative patterns are useful in
classification on the basis of certain properties.

Different association’s patterns can be found by the
rules discussed and further correlation can be studied
by these patterns. These patterns can be useful for
medical diagnostics to improve the condition of
patients by proper medications. Further associated
diseases can be finding by associated symptoms. Like
HIV-tuberculosis other associated pattern of disease
can be diagnosed and treated simultaneously. These

analyses are useful for biomedical scientists to further
improve the formulations of drugs for treatment of
diseases.
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